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Outline

• Brief history of DFT
• Popular approximations
• Today’s uses of DFT
• Meta-GGA’s
• My first use of SCAN: 

– Adiabatic spin energy differences for Fe(II) clusters
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Non-DFT electronic structure methods

2000	  papers	  in	  2016

Quantum	  Monte	  Carlo Dynamical	  mean	  field	  theory Density	  Matrix	  renormalization	  group coupled	  cluster
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All electronic structure

Quantum	  Monte	  Carlo Dynamical	  mean	  field	  theory

Density	  Matrix	  renormalization	  group coupled	  cluster

DFT
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Thomas/Fermi Theory 1927
• Derived in 1926 without Schrodinger eqn.

• Thomas-Fermi Theory (TF):
– T ≈ TTF

– Vee≈ U = Hartree energy
– V = ∫dr n(r) v(r)
– E0 = T + Vee + V
– Minimize E0[n]  for fixed N

• Properties:
– Typical error of order 10%
– Teller’s unbinding theorem:  Molecules don’t bind.
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KS equations (1965)
Kohn-Sham 1965

Define fictitious non-interacting electrons satisfying:

;
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where vS(r) is defined to yield n(r).
Define TS as the kinetic energy of the KS electrons, U as their
Hartree energy and

T + Vee = TS + U + EXC

the remainder is the exchange-correlation energy.
Most important result of exact DFT:

vS(r) = v(r) +
⁄

d3r n(rÕ)

|r ≠ r

Õ| + vXC[n](r), vXC(r) =
”EXC

”n(r)
Knowing EXC[n] gives closed set of self-consistent equations.
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Every density has (at most) one KS
potential.a
Red line: vS(r) is the exact KS
potential.

a

Accurate exchange-correlation

potentials and total-energy components for

the helium isoelectronic series, C. J.
Umrigar and X. Gonze, Phys. Rev. A 50,
3827 (1994).
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Today’s commonly-used functionals
• Local density approximation (LDA)

– Uses only n(r) at a point.

• Generalized gradient approx (GGA) 
– Uses both n(r) and |∇n(r)|
– Should be more accurate, corrects overbinding of LDA
– Examples are PBE and BLYP

• Hybrid:
– Mixes some fraction of HF
– Examples are B3LYP and PBE0 
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DFT papers

Dec	  8,	  2016 KITP	  Kohn	  Science	  Symposium 8

DFT:	  A	  Theory	  Full	  of	  Holes,	  	  Aurora	  Pribram-‐Jones,	  David	  A.	  Gross,	  Kieron	  Burke,	  
Annual	  Review	  of	  Physical	  Chemistry	  (2014).
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Paper	  Stacks:
Percentage	  of	  papers	  which
contribute	  to	  a	  discipline

Colors	  indicate	  change	  in	  the
citation	  distribution
(market	  share)

Color	  key:
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47%	  Physical

21%	  Multidisciplinary

15%	  Inorganic

11%	  Organic

2%	  Analytical

Chemistry (24%)
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80%	  Atomic/Chemical

9%	  Condensed	  Matter

5%	  Applied

3%	  Optics

2%	  Multidisciplinary

Physics (19%)
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53%	  Multidisciplinary

30%	  Nanomaterials

9%	  Polymers

3%	  Films/coatings

2%	  Textiles

2%	  Metallurgy

1%	  Ceramics
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65%	  Chemical

13%	  Environmental

7%	  Electrical

4%	  Mechanical

4%	  Civil

3%	  Multidisciplinary

1%	  Biomedical
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Engineering (8%)



51%	  Molecular	  Biology

28%	  Biophysics

11%	  Research	  Methods

4%	  Computational	  Biology

2%	  Plant	  Science

1%	  Applied	  Microbiology
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Other

Who will be using DFT?
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Meta-GGA

• Hybrids deliver higher accuracy (usually), but 
much more expensive for solids (HSE06)

• Meta-GGA is logical generalization of GGA
– Uses kinetic energy density (semi-local ingredient)
– Does not need total non-locality of Fock integral

• Goal:  
– Achieve hybrid-level accuracy (or better) without 

hybrid cost
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The path to SCAN

• PBE (1996)
• PKZB  (1999)
• TPSS (2003)  
• revTPSS (2009)
• SCAN (2015)
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Naming scan

• Strongly constrained, appropriately trained 
(SCAT)

• Strongly constrained, appropriately normed 
(SCAN)

• Strongly constrained, appropriately meaned
(SCAM)

• Strongly protected, appropriately meaned
(SPAM)
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Density-corrected DFT

• In abnormal DFT calculations, energy error is 
dominated by delocalization error in density

• For molecules, often using the HF density 
improves results a lot

• Fixed anions, ions and radicals in solution, 
transition state barriers, molecular dissociation 
curves…

• But never tried it for spin before…
• All work by Suhwan Song and Eunji Sim, Yonsei
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SCO complexes

• Fe (II) with 6 ligands attached
• FeL6++

• ‘Small’ ones have L=CO,H2O,NCH,NH3
• ESA=EHS-ELS is substantial
• Very important in spintronics and molecular magnets
• Size means DFT only game in town
• Here, ground-state depends crucially on spin state.
May	  18,	  2017 SCAN	  meet,	  Temple,	  2017

[Fe (H2O)6]2+ [Fe (NH3) 6]2+ [Fe (NCH) 6]2+ [Fe (CO) 6]2+

(exp.) HS stable Complexes (exp.) LS stable Complex



Preliminary result on SCO’s
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Consistent	  DFT	  
results	  for	  SCO	  
complexes
Suhwan Song,	  Eunji
Sim,	  Anouar Benali,	  
Olle Heinonen,	  and	  
Kieron	  Burke,	  in	  
preparation
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FIG. 1: Spin adiabatic energy di↵erences in eV of Fe complexes
for various DFT calculations and CCSD(T) and di↵usion
Monte Carlo. The purple horizontal line is DMC and black is
CCSD(T).

approximated.[? ] It is trivial to separate out the energetic
consequences of these two approximations. The energy error
in such a calculation may be defined as

�E = Ẽ[ñ]� E[n] (2)

where the tilde indicates the approximation. We define the
functional (�EF ) and density-driven (�ED) errors as

�EF = Ẽ[n]� E[n], �ED = Ẽ[ñ]� Ẽ[n] (3)

so they sum to the total error. For a KS calculation,
�EF = �ẼXC[n], the error in the approximation to
exchange-correlation, while �ED  0 by the variational
principle.

In most KS-DFT calculations, the density is so good that
|�ED| << �EF , and we call such calculations normal. But
semilocal and hybrid functionals su↵er from self-interaction
(or delocalization) error.[? ] In many cases, this error is
density-driven, and |�ED| becomes comparable to �EF .
We call such calculations abnormal, and the error can be
significantly reduced by using a more accurate density. For
atoms and molecules, the HF density is often su�cient, so
that HF-DFT yields much better results. This has been

shown to reduce errors for anions, transition state barriers,
ions and radicals in solution, and dissociating heterogeneous
diatomics, as discussed in a recent review.[? ]

In recent decades, Quantum Monte Carlo (QMC)
methods, and particularly fixed-node di↵usion Monte Carlo,
(FN-DMC)[? ] have proven very successful at accurately
describing the properties of many solids [? ? ? ? ? ? ]
and molecules.[? ? ? ? ? ? ? ] In DMC[? ] we minimize
the expectation value of the many-body Hamiltonian when
propagating a convolution of the many-body wavefunction
with the Green’s function in imaginary time using many
random walkers. The Fixed Node (FN) approximation, the
positive and negative regions of an initial trial wavefunction
are maintained and the walkers, which sample electrons’
positions, do not cross nodal lines. The accuracy of
the wavefunction and the obtained upper bound for the
ground state energy are limited by the quality of the nodal
surface of the trial wavefunction. A trial wavefunction
( T ) is often the product of a determinant of orbitals
( AS) (fixing the nodes) and a Jastrow function whose
parameters are found by minimizing the energy through an
initial variational Monte Carlo scheme. The accuracy of
the FN-DMC wavefunction depends solely on the quality
of the nodal surface of  AS , whose orbitals are usually
taken from an e↵ective single-particle theory, such as
HF or DFT. Single-determinant FN-DMC yields errors
below 1 kcal/mol for van der Waals molecules[? ? ? ],
transition metal molecules[? ? ] and strongly correlated
solids.[? ? ? ? ? ? ? ]Moreover, any such DMC
result can be systematically improved to any desired
accuracy by increasing the complexity of  AS by including
more determinants. Essentially exact results for the H2O
molecule[? ] were obtained from a selected Configuration
Interaction (CI) method, and for the G1 test set[? ] using
a Complete Active-Space Self-Consistent Field (CASSCF)
construct, and is showing promising results for solids.[? ]
QMC also has only a weak dependence on the basis set[?
? ] and costs scale as N

3 with the number of electrons
N , allowing the study of large systems, as the FN-DMC
algorithm can e�ciently use millions of processors, including
both CPUs and GPUs[? ? ? ].

Methods: All HF, CCSD(T) and DFT calculations
presented in Figs. ?? and ?? as well as in Table ??

were carried out with TURBOMOLE v7.0.2[? ] and
LDA (SVWN5), GGA (PBE,BP86,BLYP), mGGA(TPSS),
and hybrid (B3LYP,PBE0) functionals were used for
the DFT and HF-DFT calculations. The scripts
for performing HF-DFT energy calculations are avail-
able here.[http://tccl.yonsei.ac.kr/mediawiki/index.php/DC-
DFT] The geometries used were B3LYP with TZVP basis.
All raw data is reported in the supplemental information We
also performed fixed-spin HF and DFT calculations using
FHI-aims 160328 3[? ]. We found agreement to within less
than 0.1 eV on all SA energies when cc-pVTZ basis was



Rainbow slide
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Spin-Crossover Complex: 4 of 6
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FIG. 2. SA of NCH complex evaluated with several di↵erent XC approximations on several di↵erent self-consistent densities
(red dots) and the HF density (blue bar). The x-axis labels the energy functional, the colored bars indicate which density (grey
is LDA, yellow is GGA/mGGA, green is hybrid, and blue is HF). The dark green bar uses the self-consistent density of Becke’s
half-and-half functional (HH), which contains 50% exact exchange. The purple horizontal line is DMC and black is CCSD(T).

FIG. 3. Error in spin adiabatic energy di↵erence
of [Fe(NCH)6]

2+ complex from aPBE, decomposed into
functional-driven and energy-driven components.

is the PBE functional with a fraction a of exact exchange.
We assume both that the HF density is so close to the exact
density as to introduce negligible density-driven error, and
that HF with PBE correlation has a similarly close to density.
Then the error in the HF-aPBE calculation is the functional
driven error of aPBE, while the density-driven error is the
di↵erence between the aPBE self-consistent and HF energy

errors. This is plotted in Fig. 3. The functional driven error
is almost perfectly linear, reflecting the linear dependence of
the exchange energy. The density-driven error vanishes for
a = 1, based on our assumptions. The plot clearly shows
that, for the pure GGA (a = 0), the error is almost entirely
density-driven. Turning on a reduces the density-driven error,
but increases the functional error. For some intermediate
value of a, here about 0.35, the two contributions cancel, but
there’s no reason that this amount of mixing won’t change
from molecule to molecule. On the other hand, HF-DFT
does not require any adjustment of the density functional
approximation used to extract the energy.
The parameter dilemma most often arises when the po-

sition of the HOMO or the size of the gap is important
for some property or prediction. Then often increasing a
improves the positions of the orbitals or the gap, but worsens
the underlying energetics. Our HF-DFT procedure avoids
this Procrustean dilemma, as the HF density is typically
very similar to a KS calculation with exact exchange, whose
potential has excellent orbital properties.

Conclusions
We have provided strong evidence that errors in standard

DFT calculations of SA in SCO complexes are density-driven,
and that much improved results (by at least a factor of 2) can
be achieved by the simple expedient of performing HF-DFT
calculations instead. We have shown this by exhaustive cal-
culations on several complexes, and used extreme measures
(Di↵usion Monte Carlo with XXX) to ensure the quality of
benchmark results for CO.
ACKNOWLEDGEMENT



Density difference for CO complex
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ever, Fig. ?? strongly suggests that this is the case. We
report the numbers for Fig. ?? in Table ?? in terms of errors
in SA. The first few rows show the results of ab initio quan-
tum chemical methods. HF is totally useless, with typical
errors of about 3 eV. CCSD is much better, reducing errors
to about 0.5 eV, and inclusion of perturbative triples halves
the errors again. The agreement between CCSD(T) and the
benchmark DMC results is impressive, agreeing to within
0.2 eV in all cases except CO. This indicates multi-reference
nature of the CO complex. In order to confirm this claim,
we constructed a multi-determinant DMC trial wavefunction
consisting of 135 k determinants using perturbatively selected
configuration interaction (CIPSI) as described in Ref. ? and
therein. While using a simple Hartree Fock single determi-
nant for both LS and HS leads, incorrectly, to a more stable
HS spin state, selecting a large number of determinants to
improve the nodal surface yielded E

SA = �0.0334± 0.005
a.u.eV?, in excellent agreement with our HF-DFT(PBE) and
DMC(B3LYP) calculations. More details about this calcula-
tion are beyond the scope of this paper and will be discussed
in future works. Another signal that a self-consistent DFT
calculation might su↵er from a density-driven error is an
abnormally small HOMO-LUMO gap, often of less than 1 eV.
The gaps for all our molecules and functionals are listed in
the Supplemental Information, for both high- and low-spin
states. For the high-spin states, all gaps are below 1 eV,
with some as small as 0.3 eV, while the low-spin state gaps
are typically 2-3 eV.
Turning to the self-consistent DFT results, we see that

typical LDA errors are comparable to those of HF. All the
functionals overstabilize the low-spin state relative to the
high-spin state in a very systematic way. Typical GGA’s
are about 1.5 eV too high. The best functional is the
hybrid PBE0 with a mean absolute error of 0.4 eV, and the
performance of other hybrids depends on the amount of
mixing. Averaging over all 4 GGA’s and 3 hybrids is still
1.2 eV, and the root-mean-square deviation is about 0.5 eV.
We compare these results with those of the same functionals,
evaluated on HF densities. The typical LDA error is reduced
by a factor of 3, while GGA’s are below 0.5 eV and now
comparable to hybrids. The average result is now within 0.4
eV, with RMSD deviations being about 0.1 eV. Clearly, both
the accuracy of the typical functional is substantially higher,
and the variations among functonals substantially lower than
in self-consistent DFT. Moreover, the most accurate results
are from either BP86 or PBE, both simple GGA’s, with
no exchange mixing. BP86 was previously identified as (at
the time of testing) the most accurate for transition metal
complexes.[? ] Thus there is no doubt that HF-DFT yields
much more reliable and accurate estimates of SA.
It is obviously of interest directly to compare densities

obtained from DFT, HF, and DMC calculations and to
attempt to systematically relate those di↵erences to the
density-driven errors. We first examine the densities for the
[Fe(H2O)6]2+ complex. This is a relatively benign complex
in that all self-consistent DFT calculations get the right sign

FIG. 3: Isosurfaces (left) and 2D contour plots (right) of the
density di↵erence in units of Å�3 between QMC(DFT) and
PBE densities for the HS (a) and the LS (b) [Fe(H2O)6]

2+

complex.

for the SA; in particular, the B3LYP self-consistent energy
is rather close to both the HF-DFT energy as well as to the
DMC and CCSD(T) energies. Figure 3a shows a plot of
isosurfaces (left panel) and a 2D contour plot (right panel)
of the di↵erence between the B3LYP and HF densities for
the HS [Fe(H2O)6]2+ complex obtained from GAMESS, and
Fig. 3b shows the same plots for the LS complex. There are
a couple of things to note in these plots. First, the density
di↵erences near the H2O molecules are rather similar for
both the HS and LS, with the HF density polarizing the
oxygen more, shifting density towards the Fe ion at the
center. This is visible as the blue regions (negative density
di↵erence) closer to Fe ion in both the iso-surfaces and
contour plots. The second observation is about the Fe ion
itself. The B3LYP density is larger than the HF one in
a ring around the Fe ion (see the contour plot, Figs. ??
and ?? right panels), with the HF density larger on cuboid
centered on the Fe ion with its faces towards the H2O
ligands. This is consistent with the larger HF polarization
of the oxygen atoms in the H2O ligands towards the Fe ion
than for B3LYP, which pushes the HF Fe density in closer
to the core. But the most visible di↵erence is in the density
near the Fe ion for the LS complex, Fig. ??. The B3LYP
LS density shows much more pronounced lobes from the
3dz2 and 3dx2�y2 orbitals than does the HF LS density.

Finally, we dissect, in detail, the e↵ect of the exchange
mixing parameter a, for the simple case of NCH, where
HF-DFT is working very well. To do this, we run both
self-consistent and HF-DFT calculations for aPBE, which
is the PBE functional with a fraction a of exact exchange.



Escaping the parameter dilemma
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FIG. 4: Error in spin adiabatic energy di↵erence of
[Fe(NCH)6]

2+ complex from aPBE, decomposed into func-
tional and density-driven components.

We assume both that the HF density is so close to the exact
density as to introduce negligible density-driven error, and
that HF with PBE exachnage correlation has a similarly close
to density. Then the error in the HF-aPBE calculation is

the functional driven error of aPBE, while the density-driven
error is the di↵erence between the aPBE self-consistent and
HF energy errors. This is plotted in Fig. ??. The functional
driven error is almost perfectly linear, reflecting the linear
dependence of the exchange energy. The density-driven error
vanishes for a = 1, based on our assumptions. The plot
clearly shows that, for the pure GGA (a = 0), the error is
almost entirely density-driven. Turning on a reduces the
density-driven error, but increases the functional error. For
some intermediate value of a, here about 0.35, the two
contributions cancel, but there’s no reason that this amount
of mixing won’t change from molecule to molecule. On the
other hand, HF-DFT does not require any adjustment of
the density functional approximation used to extract the
energy. The parameter dilemma most often arises when the
position of the HOMO or the size of the gap is important
for some property or prediction. Then often increasing a

improves the positions of the orbitals or the gap, but worsens
the underlying energetics. Our HF-DFT procedure avoids
this Procrustean dilemma, as the HF density is typically
very similar to a KS calculation with exact exchange, whose
potential has excellent orbital properties.

We end our results with a prediction, by performing only
DFT calculations on the Fe-Porphyrincomplex. This is too
large to perform either CCSD(T) or DMC in the basis sets
used throughout this paper. But Fig ?? shows the results
of self-consistent and HF-DFT calculations. Fig ?? clearly

demonstrates the tremendous reduction in variation among
approximate energies when the HF density is consistently
used, and the unambiguous prediction that the HS state is
lower.

FIG. 5: Spin adiabatic energy di↵erence of Fe(P)NO where P
denotes porphyrin.

Conclusions: We have provided strong evidence that
errors in standard DFT calculations of SA in SCO complexes
are density-driven, and that much improved results (by at
least a factor of 2) can be achieved by the simple expedient
of performing HF-DFT calculations instead. We have shown
this by exhaustive calculations on several complexes, and
used extreme measures (Di↵usion Monte Carlo with XXX)
to ensure the quality of benchmark results for CO. Detailed
comparison between the DMC and DFT or HF densities for
the [Fe(CO)6)]2+ compound, which exhibits the most severe
density-driven errors in DFT, shows similarities between the
DMC and HF densities, supporting the notion of density-
driven errors for this complex. Interestingly, the DMC density
is somewhat in between PBE and HF densities, showing HF
characteristics relative to the PBE density, such as stronger
oxygen polarization and smaller polarization of the Fe 3d
orbitals than PBE but not as strong as HF. (do you mean
localization?)
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Summary

• KS-DFT dominates electronic structure 
calculations in almost all fields 

• SCAN has tremendous potential to improve 
ten’s of thousands of published calculations per 
year (i.e., make PBE obsolete)

• Might need some more work on the spin-
dependendence.

• Thanks to NSF and Korea for funding.

May	  18,	  2017 SCAN	  meet,	  Temple,	  2017
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